Observing the WHIM with Athena
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ABSTRACT

We present simulations of the detection probability for absorption lines from ions in the warm and hot ionized medium (WHIM) with Athena in the spectra of Gamma-ray burst afterglows. The simulations are based on Swift XRT lightcurves of these afterglows and are performed using the end-to-end simulation framework SIXTE. We simulate both the case of single and multiple absorption lines, as well as results for line searches in absorption structures from a more complex medium. We show that the Athena X-IFU can detect WHIM lines with strong O\textsuperscript{vii} lines (equivalent widths larger than 0.14 eV) in spectra containing $3 \times 10^6$ counts.
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1. INTRODUCTION

One of the science goals of the Athena observatory is to find missing baryons in the intergalactic medium up to a redshift of $z = 2$ \cite{1}. A part of these baryons is expected to be present in the warm hot intergalactic medium (WHIM). These filaments do not radiate enough to be observable by their own light, but need to be measured by the absorption of background radiation \cite{2}. This requires a bright source at a large distance. The Athena Mission Proposal sets the goal to detect filaments against 25 AGN and 40 Gamma-ray bursts (GRBs, \cite{3}). In this paper we examine the detection efficiency of the WHIM with the X-IFU using GRB afterglows.

In order to investigate the observability of the WHIM and to give predictions on the quality of these observations, we undertake simulations with the SIXTE framework, the official simulation framework for the Athena WFI and X-IFU detectors\textsuperscript* \cite{4}. The end product of these simulations are event files which can be analysed using common X-ray data analysis tools (e.g., \cite{5}).

The remainder of this contribution is structured as follows. In Section 2 we give a description of the simulations. We discuss the properties of the simulated spectra and our results in Section 3. Finally, in Section 4 we discuss the consequences of the simulations for Athena.
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Figure 1. Left: All Swift GRB lightcurves measured between 2004 December 18 until 2015 September 31 (948 in total). We find an approximation for the light curve of $F \propto t^{-1.2}$ (red line). The red shaded region depicts the time regime which is of interest to our simulations. Right: Cumulative number of GRB afterglows as found by Swift for three reference times after the initial outburst. The lower x-axis gives the equivalent number of high-resolution counts for a 50 ks observation, the top x-axis gives the 0.3–10 keV flux at the start of the observation. Shaded in grey is the flux region in which single lines can be reconstructed with a false alarm probability less than 20% for EWs larger than 0.14 eV. (Sect. 2.4).

2. DESCRIPTION OF THE SIMULATIONS

WHIM filaments imprint faint absorption lines in the X-ray spectra of background sources. The Athena X-IFU is designed to resolve spectral features with a full width at half maximum of 2.5 eV to find a larger number of these filaments. We use SIXTE with its Athena X-IFU setup to investigate the effective capability of the current instrument baseline to detect the WHIM absorption lines. In the following subsections we present the assumptions made in our simulations.

2.1 SWIFT LIGHTCURVES AND FLUX RANGE

The detection of faint absorption lines is obviously dependent on the signal to noise ratio of the underlying X-ray spectrum. For GRB afterglows, only a limited amount of time is available before the afterglow becomes too faint to be suitable for WHIM detection. To obtain a realistic model for the temporal behavior of the source flux we analyse all available Swift GRB afterglow observations from http://www.swift.ac.uk/xrt_curves/ [6, 7] until 31 September 2015 in the 0.3–10 keV energy band (Fig. 1). As also found by Margutti et al. [8] we find a powerlaw with an index of $-1.2$ to represent most light curves well (red line in Fig. 1). Such a power law model, together with a model spectrum, can be used to find the connection between the flux of the afterglow at the start of the observation and the number of counts collected by X-IFU for a given exposure time. Note that due to the strong decrease in flux, half of the counts of a 50 ks exposure are observed in the first 14 ks of the observation. It is therefore very important to trigger observations as early as possible after an outburst was detected. In the following we assume the start of an X-IFU observation at 4 hours after the GRB outburst. This time interval is the baseline TOO reaction time of Athena [1].

In transition edge sensor detectors such as the X-IFU the temperature change in the device caused by the absorption of a photon is used to determine the photon’s energy. The precision with which this energy can be reconstructed depends on the time difference between the previous, the current, and the following photon, and is thus flux dependent (see Peille et al., these proceedings [9], for a description of possible event reconstruction
Table 1. Spectral parameters for the GRB afterglow and WHIM model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>GRB Afterglow</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Photon Index</td>
<td>2.0</td>
<td>[10]</td>
</tr>
<tr>
<td>Redshift</td>
<td>2.0</td>
<td>[8]</td>
</tr>
<tr>
<td>Intrinsic Absorption</td>
<td>$1 \times 10^{22}$ cm$^{-2}$</td>
<td></td>
</tr>
<tr>
<td>WHIM O\textsc{vii} Line at 574 eV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Redshift</td>
<td>0.0–0.1</td>
<td></td>
</tr>
<tr>
<td>Equivalent Width</td>
<td>0.07–0.28 eV</td>
<td>[10]; E. Ursino, priv. comm.</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>0.1 eV</td>
<td></td>
</tr>
<tr>
<td>WHIM O\textsc{viii} Line at 654 eV</td>
<td>optional</td>
<td></td>
</tr>
<tr>
<td>Equivalent width</td>
<td>2/3 of O\textsc{vii}</td>
<td></td>
</tr>
<tr>
<td>$\sigma$</td>
<td>0.1 eV</td>
<td></td>
</tr>
<tr>
<td>Galactic Absorption</td>
<td>$2 \times 10^{20}$ cm$^{-2}$</td>
<td></td>
</tr>
</tbody>
</table>

methods). In our simulations, we classify events into high-, medium-, and low-resolution events. Only high-resolution events, for which the energy is reconstructed to the nominal resolution of the device (2.5 eV), are used for the following analysis. The percentage of medium- and low-resolution events is, in the critical flux regime, smaller than 1%.

The Swift data are also used to determine the relevant range for the starting flux of the GRB afterglows. Figure 1 shows the cumulative number of GRB afterglows found by Swift and motivates the relevant flux regime. At this time, the 0.3–10 keV XRT band flux lies between $10^{-12}$ and $10^{-10}$ erg cm$^{-2}$ s$^{-1}$. In total numbers, Swift finds about two GRB-afterglows per year in its field of view which are brighter than 1 mCrab at four hours after the initial outburst.

2.2 SOURCE MODEL
The spectral shape of all simulated GRBs consists of a powerlaw with photon index $\Gamma = 2$, which is absorbed by the host galaxy and our own Galaxy [7, 8, 10]. As discussed above, the flux of the source varies as $F \propto t^{-1.2}$. The model parameters are given in detail in Table 1. For the absorption models we use vern cross sections [11] and wilm abundances [12].

In our simulations we describe the WHIM filaments through their strongest lines the the O\textsc{vii} line at 574 eV and the O\textsc{viii} line at 654 eV. Both have equivalent widths smaller than 0.28 eV (for expected ranges of the equivalent width see, e.g., Branchini et al. [10]). In the case of two lines, the equivalent width of the O\textsc{viii} line is fixed to 2/3 of the O\textsc{vii} line in the input source model [10].

2.3 INSTRUMENT SETUP
For all simulations presented in the following, we use the current baseline model of the X-IFU Small Pixel Array (SPA) together with the baseline mirror, which has an outer radius of 1469 mm. The filter setup is assumed to consist of 5 individual filters with a total of 280 nm Polyimide and 210 nm Al. Additionally, the two outermost filters have a support grid of Polyimide with a thickness of 10 $\mu$m and an open area fraction of 0.93. The result is an effective area of about 1.5 m$^2$ at 1 keV. The source and detector models as described above are used with SIXTE to create an event file for each virtual observation. The start of each observation is at 4 hours after the initial outburst. We examine observations with an exposure of 50 ks. This is the baseline exposure time of the X-IFU for TOOs [13].

2.4 DESCRIPTION OF THE ANALYSIS
For the analysis of the simulated event files the spectrum is rebinned to a bin width of 0.8 eV, oversampling the spectral resolution of the X-IFU by a factor of three. In the critical flux range we find several hundreds of counts in each bin and therefore use $\chi^2$-statistics for spectral fitting. The X-ray spectrum is modeled by a power law continuum which is modified by Galactic absorption and absorption within the GRB’s host galaxy. We assume that the Galactic absorption as well as the redshift of the GRB’s host galaxy is known from other observations.
In the case of simulations of two WHIM absorption lines we fix the energy distance between these two lines in our fit model to the literature value (see above). The equivalent widths of the two lines are not linked to each other, as they depend on the unknown density and ionization structure of the absorber. The photon index, the flux normalization constant, the intrinsic absorption, and the line widths are the remaining free parameters.

A blind line search with 0.0 ≤ z ≤ 0.1 is used to determine the most significant line position in the spectrum. This limited redshift range is later extended to z ≤ 0.5. Details of our search strategy are described by Protassov et al. [14]: We discretize the search energy range in steps smaller than the energy resolution of the instrument (we choose ΔE = 0.5 eV for the single line model and Δz = 1.4 × 10^{-3} for the two line model). At each of these energies, we fit a narrow line to the data. We then posit the presence of a line at the minimum of the energy dependent fit statistics. The significance of this feature is then determined by a Monte Carlo simulation for which 100 realizations of the best-fit continuum model without a line are generated and subjected to the same blind line search as before. The line found in the original data set is accepted to be correct if the χ²-value of the original fit is smaller than 90% of the χ²-values of the trial fits to spectra that do not contain a line.

To measure detection probabilities, we repeat the simulation and analysis for each combination of the starting flux and the equivalent width 51 times. In each of these simulations, the redshift of the WHIM filament was varied randomly between z = 0.0 and 0.1. We consider a line to be correctly identified if the 90% confidence interval of the line energy contains the original line energy. Additionally, we accept cases in which the difference in line energy is smaller than 1.25 eV in the case of the single line input spectrum or Δz ≤ 1 × 10^{-3} in the case of two lines.

3. RESULTS

In order to study the line detection capability of the X-IFU we define two measures for the detection accuracy: The detection probability and the false alarm probability:

- The detection probability is defined as the empirical probability that a line or line pair is found with a significance of more than 90% and that its redshift is accepted to be correct within the margins explained in Sect. 2.4. This number indicates the minimal number of counts necessary to detect absorption lines with a given strength.
- The false alarm probability gives the probability that the line position is reconstructed incorrectly in terms of the definition but is flagged as significant by the analysis algorithm. This number is important because it predicts the probability with which spurious noise pattern are found to be more significant than the input line. These false detections need to be carefully treated, as they might wrongly influence the results obtained from the spectral analysis of this WHIM filament.

In order to highlight the strengths and limitations of the WHIM measurements, we undertake two different tests: First we compare simulations with only one input line to simulations with two input lines to quantify the benefits of searching for a line pattern instead of a single absorption line. This is thought to improve the detection efficiency as we expect to find the signature of the filament in a larger number of energy bins.

We examine the simulations for four different line strengths in the relevant flux range. The flux dependent detection probability (Fig. 2) shows that the detection efficiency increases as we measure more counts from the GRB afterglow. Furthermore, a factor of four in the equivalent width between the faintest and weakest of the lines simulated has the same effect on the detection probability as a change of one order in magnitude of the starting flux. The faintest line with 0.07 eV is at the detection limit of the X-IFU and can hardly be detected efficiently in the brightest afterglows. The stronger lines are found efficiently to 60–100% for starting fluxes higher than 4 × 10^{-11} erg cm^{-2} s^{-1}. Adding a second line to the input spectrum and the analysis increases the effective number of bins in which we can find the feature, and clearly improves the detectability of the WHIM filament systematically, if only a smaller amount. It is roughly equivalent to a raise of 15% in the detection probability for most of the probed parameter combinations.

In Fig. 3 the false alarm probability is shown for the same parameter combinations. The lower the number of counts we get from the afterglow, the more false detections are found. For a starting flux smaller than 2 × 10^{-12} erg cm^{-2} s^{-1} we find that one half of all detections are confusions with noise even for the most prominent lines with an equivalent width of 0.28 eV. For the weakest lines this fraction is reached already at a flux of
Figure 2. Detection probability for one and two input lines as function of the starting flux for different line strengths.

Figure 3. False alarm probability for one and two input lines as function of the starting flux for different line strengths. Note that the sample size for each data point is smaller than the total number of simulations, as we only take the runs into account for which a significant line was found. Therefore only data points with more than 10 samples are shown.
Figure 4. Detection probability for two input lines as function of the starting flux for different line strengths as before. Here an extended search region of $z \leq 0.5$ is compared to the results for a limit of $z = 0.1$.

Figure 5. False alarm probability for two input lines as function of the starting flux for different line strengths. The extended search region up to $z = 0.5$ is compared to the previous results for a limit of $z = 0.1$.

$4 \times 10^{-11}$ erg cm$^{-2}$ s$^{-1}$. For the lines stronger than 0.14 eV the false alarm probability at this brightness is in the order of 10% and below.

As a second test we perform the same simulations as we did for the two line case, but now extend the search region to $z \leq 0.5$ (Figs. 4 and 5). The benefit of using two absorption features instead of a single line almost completely vanishes for the extended search region—we measure a degradation in the order of 15% in the detection probability. The reason for this behavior is that a larger energy range increases the likelihood that random noise is confused with real absorption features. This behavior is also seen when considering the false alarm probability, which is significantly higher for lines weaker than 0.21 eV when extending the search range. Effectively this means that for the 0.14 eV line the false alarm probability almost doubles for starting fluxes...
higher than $4 \times 10^{-11}$ erg cm$^{-2}$ s$^{-1}$. For the remaining lines, the false alarm probability at this brightness still seems to be acceptable ($<10\%$), but with a quick degradation towards lower fluxes. This effect complicates the search for the WHIM filaments which shall be found up to $z = 2$ with the X-IFU [1].

4. CONCLUSIONS

In the previous sections we presented the Swift GRB afterglow sample and simulations of WHIM absorption line observations with the X-IFU and demonstrate the results of a blind line search algorithm. We find that lines with equivalent widths of 0.14 eV and brighter can be found with high probability in GRB afterglows with a starting flux of $4 \times 10^{-11}$ erg cm$^{-2}$ s$^{-1}$.

We show the impact of using two absorption lines versus a single line. The benefit from this extension is an increase of roughly 15% in terms of detection probability in the critical regime. The false alarm probability does not change significantly with respect to the small statistical sample. However, these data are produced with a blind line search interval of only $\Delta z = 0.1$. This is only a small part of the redshift range in which WHIM filaments are to be found. We compare these simulations to an extended analysis up to $z = 0.5$ and find a degradation of again about 15% in the critical regime in the detection probability while using two absorption lines. We also find a comparable degradation of the false alarm probability for an equivalent width of the O vii line of 0.14 eV and an even higher degradation of approximately 50% for the weakest line simulated with a strength of 0.07 eV.

The combined picture leads us to the conclusion that we expect a limit of the starting flux of the GRB afterglow at the time of the observation of around $4 \times 10^{-11}$ erg cm$^{-2}$ s$^{-1}$ down to which we can effectively detect WHIM filaments with the strong O vii line more than 0.14 eV. This limit holds for an exposure time of the X-IFU limit of 50 ks and is equivalent to approximately $3 \times 10^6$ X-IFU high resolution counts.

The distribution of the Swift BAT afterglow sample gives us a rate of approximately two GRBs with a starting flux above the said threshold per year. As the field of view of the BAT instrument is 1.4 sr [15], on average we expect 9–18 GRBs per year on the full sky which can be used to detect WHIM filaments reliably with Athena.
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